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Abstract— Asynchronous algorithms may increase perfor-
mance of parallel applications. This work investigates strate-
gies for implementing asynchronous hybrid parallel MPI-
OpenMP Jacobi solvers, and generates a predictive per-
formance model that suggests solver parameters that are
well-suited to a specific problem. Results show that making
efforts to equalize the number of iterations for all processing
elements benefits performance and solution quality.
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1. Introduction
Asynchronous parallel methods avoid the performance

cost of synchronizing MPI processes and OpenMP threads
that are working together to complete a calculation. Instead
of waiting for the slowest processing component to complete
a computation to proceed to the next step or iteration, the
other processing components may independently continue to
compute. Asynchronous systems have some advantages over
synchronous systems, in that they may mitigate the effect of
typical performance variations between similar computing
elements, for example, from iteration to iteration; or they
may harness the ability of a computing element to perform
useful work while waiting for information from another
computing element.

As future high-performance computing (HPC) platforms
continue to scale in the number of processing elements
and calculations are increasingly parallelized, asynchronous
methods may offer performance superior to synchronous
methods. Several U.S. Department of Energy reports [2],
[3], [15] have cited the need for the development of asyn-
chronous computational methods to run efficiently on future
exascale HPC environments.

Bethune, et al. present several asynchronous Jacobi
method implementations that solve the Laplace equation
in three dimensions, which are parallelized with MPI,
SHMEM, or OpenMP [8], [9]. Their finding that asyn-
chronous Jacobi implemented with OpenMP is 33% faster
than the synchronous OpenMP application leads them to
suggest the potential for OpenMP in a hybrid MPI–OpenMP
implementation. This work implements some asynchronous
hybrid MPI–OpenMP models that solve a two-dimensional

finite-difference discretization of the Laplacian using Ja-
cobi’s method, similar to the work of Bethune, et al. Related
work and the Laplacian equation are outlined in Sections 2
and 3, respectively. The parallel solver models and im-
plementations are described in Section 5. Implementation
testing results are examined in Section 6. The predictive
model is explained in section Section 7, model results
are discussed in Section 7.1, and Section 8 concludes and
projects future work.

2. Related Work
Bahi et al. demonstrate the efficacy of asynchronous

methods, especially for grid systems, and propose a sys-
tem for classifying parallel iterative algorithms, based on
computational and communication strategies [6], [5]. Iter-
ations and communications may be either synchronous or
asynchronous. This work develops and tests implementations
that are Asynchronous Iterations - Asynchronous Commu-
nications (AIAC), Synchronous Iterations - Synchronous
Communications (SISC), and also an unmentioned class,
Asynchronous Iterations - Synchronous Communications
(AISC). Jager and Bradley also demonstrate superior per-
formance of asynchronous methods for solving large sparse
linear fixed-point problems [14]. Voronin compares three
parallel implementations using MPI and OpenMP, with asyn-
chronous threads, and finds that utilizing a “postman” thread
within each computational node to perform communications
delivers superior performance, compared to the alternative
hybrid MPI-OpenMP implementation [28]. Examples of
work examining the performance of asynchronous iterative
methods include an in-depth analysis from the perspective
of utilizing a system with a co-processor [1], [4], as well as
performance analysis of asynchronous methods [8], [19], [9].
In particular, both [8], [9] focus on low level analysis of the
asynchronous Jacobi method, similar to the example problem
presented here. Work exploring possibilities for reducing the
communication costs in a distributed asynchronous solver
has also been performed [29]. While many recent research
results for asynchronous iterative methods are focused on
implementations that utilize a shared memory architecture,
one area of asynchronous iterative methods that has seen
significant development using a distributed memory archi-
tecture is optimization [13], [20], [18], [30], [24], [27], [10]



3. Problem Description
In science and engineering, partial differential equations

mathematically model systems in which continuous vari-
ables, such as temperature or pressure, change with respect
to two or more independent variables, such as time, length,
or angle [23]. The Laplace equation in two dimensions,

∇2φ =
∂2φ

∂x2
+
∂2φ

∂y2
= b, (1)

is fundamental for modeling equilibrium and steady state
problems, such as incompressible fluid flow or heat transfer,
and maintains that the rate at which a fluid enters a domain
is equal to the rate at which a fluid leaves the domain. In
practice, the partial differential equation is not used directly,
but is discretized such that a finite difference operator
computes difference quotients over a discretized domain. For
example, the two-dimensional discrete Laplace operator,(
∇2f

)
(x, y) = f(x− 1, y) + f(x+ 1, y) + f(x, y − 1)

+ f(x, y + 1)− 4f(x, y), (2)

approximates the two-dimensional continuous Laplacian us-
ing a five-point stencil [22]. From this, a discretized version
of the Jacobi algorithm,

vk+1
l,m =

1

4
(vkl+1,m + vkl−1,m + vkl,m+1 + vkl,m−1, (3)

may be applied to solve a two-dimensional sparse linear sys-
tem of equations [25]. Subscript indices l,m and superscript
index k define discrete grid nodes and iteration number,
such that vk+1

l,m is the solution at node l,m at the (k + 1)th

iteration. This work uses the Jacobi algorithm to solve a two-
dimensional finite-difference discretization of the Laplacian
with Dirichlet boundary conditions, which may be viewed
as a heat diffusion problem with a plate held to specific
temperatures along the boundary [11].

4. Asynchronous Iterative Methods
In parallel computing, when performing the computation

asynchronously, each component of the problem, e.g., a
matrix or vector (block) entry, is updated in a manner that
does not require information from the computations involv-
ing other components while the update is being made. This
allows for each computing element (e.g. a single processor,
CUDA core, or Xeon Phi core) to act independently from
all other computing elements.

A theoretical basis for asynchronous computation has been
explored in [16], which in turn comes from [12], [7] and [26]
(among many others). To keep the model of asynchronous
computation as general as possible, consider a function, G :
D → D where D is a domain that represents a product
space D = D1×D2×· · ·×Dm. The goal is to find a fixed
point of the function G inside of the domain D. To this end,
a fixed point iteration is performed such that,

xk+1 = G(xk), (4)

and a fixed point is declared if xk+1 ≈ xk.
The assumption is made that there is some finite number

of processing elements P1, P2, . . . , Pp each of which is
assigned to a block B of components B1, B2, . . . , Bm to
update. Note that the number p of processing elements will
typically be significantly smaller than the number m of
blocks to update. With these assumptions, the computational
model can be stated in Algorithm 1.

Algorithm 1: General Computational Model

1 for each processing element Pl do
2 for i = 1, 2, . . . until convergence do
3 Read x from common memory
4 Compute xi+1

j = Gj(x) for all j ∈ Bl
5 Update xj in common memory with xi+1

j for
all j ∈ Bl

This computational model has each processing element
read all pertinent data from global memory that is accessible
by each of the processors, update the pieces of data specific
to the component functions that it has been assigned, and
update those components in the global memory. Note that
the computational model presented in Algorithm 1 allows
for either synchronous or asynchronous computation; it only
prescribes that an update has to be made as an “atomic”
operation (in line 5), i.e., without interleaving of its result. If
each processing element Pl is to wait for the other processors
to finish each update, then the model describes a parallel
synchronous form of computation. On the other hand, if
no order is established for Pls, then an asynchronous form
of computation arises. Furthermore, set a global iteration
counter k that increases every time any processor reads
x from common memory. At the end of the work done
by any individual processor p the components associated
with the block Bp will be updated. This results in a vector
x = (x

s1(k)
1 , x

s2(k)
2 , . . . , x

sm(k)
m ), where the function sl(k)

indicates how many times an specific component has been
updated. Finally, a set of individual components can be
grouped into a set Ik, which contains all of the components
that were updated on the kth iteration. Given these basic def-
initions, the three following conditions (along with the model
presented in Algorithm 1) provide a working mathematical
framework for fine-grained asynchronous computation.

Definition 1: If the following three conditions hold:
1) si(k) ≤ k − 1, i.e. only components that have finished

computing are used in the current approximationr,
2) limk→∞ si(k) = ∞, i.e. the newest updates for each

component are used,
3) |k ∈ N : i ∈ Ik| =∞, i.e all components will continue

to be updated,
then, given an initial x0 ∈ D, the iterative update process



defined by

xki =

{
xk−1i i /∈ Ik,
Gi(x) i ∈ Ik,

where the function Gi(x) uses the latest updates available,
is called an asynchronous iteration.

This basic computational model (i.e., Algorithm 1 together
with Definition 1) allows for many different implementations
of fine-grained iterative methods that are either synchronous
or asynchronous, although the three conditions in Defini-
tion 1 are unnecessary in the synchronous case.

5. Hybrid Implementations
The implementations solve a two-dimensional finite-

difference discretization of the Laplacian, using OpenMP
for shared memory parallelization, and MPI for distributed-
memory parallelization. Generally, the Laplacian is dis-
cretized over a rectangular region, which is then divided
into a number of evenly distributed regions equal to the
number of MPI processes. These regions are then divided
further to assign a number of rows to an OpenMP thread.
For the np threads in each subdomain, one is assigned
the role of master/communicator1. Several types of imple-
mentations have been developed and used in this study.
These implementations are predominantly asynchronous in
nature, according to the computational model presented in
the previous subsection, but a synchronous implementation
and an exclusively shared-memory-parallel implementation
are included as well as points of comparison. All of the im-
plementations except for the shared-memory implementation
are fundamentally suited for computation on a distributed
computing platform. The implementations that are provided
fall into the following categories: Asynchronous Iterations
with Asynchronous Communication (AIAC), Asynchronous
Iterations with Synchronous Communication (AISC), and
Synchronous Iterations with Synchronous Communication
(SISC). Descriptions of these different classifications follow
in the next few subsections. In addition to these implemen-
tations, an exclusively shared-memory-parallel implementa-
tion, SHRD, has been developed as a benchmark, to measure
the effectiveness of the hybrid-parallel implementations.

a) Asynchronous Iterations–Asynchronous Communica-
tions (AIAC): Two matrices U0 and U1 store grid point
values that each thread reads, e.g. from U1, to compute newer
values to write, e.g. to U0. As the method is asynchronous,
each thread independently determines which matrix stores its
newer u(t+1)(i, j) values and older u(t)(i, j) values. For an
n+2 by n+2 subdomain grid that is equally divided among
all np threads, each thread solves for n2/np grid points, such
that the grid is evenly partitioned along the y-axis. When a

1In this paper, master thread and communicating thread are equivalent
and used interchangeably.

thread copies grid point values above or below its domain for
the computation, OpenMP locks are employed to ensure that
data is captured accurately, from a single iteration. Further,
locks are used when updating values on boundary rows and
subdomain halos, and when copying subdomain boundaries.
The swap period Pswap= k, k = 1, 2, . . . , N denotes that
halo values are exchanged every kth iteration only. Each
thread pn computes the its local residual 2-norm squared2

every kth iteration, which it contributes to the subdomain
residual. Using an OpenMP atomic operation, a single thread
computes the subdomain residual-norm value, as a sum of
thread-local residual norms, and sends it to the master MPI
process.

Within the AIAC category, there are five variants:
1) Work-Scaling-1 (WS1): The subdomain is equally di-

vided among all OpenMP threads, and thread zero, p0,
performs communication with the master MPI process.
In addition to the halo swap, p0 computes the residual
norm for the subdomain and updates the master with
this value.

2) Work-Scaling-X (WSX): The subdomain is divided,
such that the communicating thread p0 performs less
computational work—specifed by the fraction 0 < X <
1—than the other threads. The size of the p0 compute
region is n/np×X rows, and the other threads equally
divide the remainder of the subdomain. As in WS1,
thread p0 computes and updates the subdomain residual
norm.

3) Rotating-Incrementing (RTINC): The subdomain is
equally divided among all the OpenMP threads, but
communication with the master MPI process is rotated
in a round-robin fashion among the threads. Communi-
cation passes to the next thread after one halo swap
operation. The communicating thread also computes
and updates the subdomain residual norm.

4) Rotating-Maximum-Iterations (RTMAXIT) is similar to
RTINC, but chooses the OpenMP thread that has per-
formed the most iterations for the next communication
and update operations.

5) Rotating-Minimum-Residual (RTMNRS) is similar to
RTMAXIT, but chooses the OpenMP thread that has
the smallest contribution to the residual norm for the
next communication and update operations.

b) Asynchronous Iterations–Synchronous Communica-
tions (AISC): The AISC implementation Asynchronous-
Direct (ASNCDIR) is similar to the AIAC implementations,
but one OpenMP thread in each MPI process is reserved
exclusively for synchronous communication with other sub-
domains. In ASNCDIR, the communicating threads swap
subdomain halo values directly, without the master MPI pro-

2In the remainder of the paper, norm will be used instead of 2-norm
squared for brevity.
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Fig. 1: Convergence of hybrid-parallel and shared-memory implementations with respect to swap period Pswap, for three
subdomain sizes.

cess intermediary. The compute threads still require OpenMP
locks for copying and updating shared variables values, and
the communication thread also retains locks for copying the
subdomain boundary and updating the subdomain halo.

c) Synchronous Iterations–Synchronous Communica-
tions (SISC): The SISC implementation Synchronous-
Direct (SNCDIR) is a modification of an AIAC implemen-
tation, in which iterations and communications have been
synchronized across threads and subdomains. For SNCDIR,
while one subdomain thread communicates directly with
other subdomains, all the non-communicating threads are
idle in that subdomain. OpenMP locks are unnecessary and
removed.

6. Performance Results
Experiments were conducted on the Turing High Per-

formance Computing cluster at Old Dominion University,
which contains 190 standard compute nodes, 10 GPU nodes,
10 Intel Xeon Phi Knight’s Corner nodes, and 4 high
memory nodes, connected with a Fourteen Data Rate (FDR)
InfiniBand network. Compute nodes contain between 16 and
32 cores and 128 Gb of RAM. Data were collected on nodes
with two different hardware configurations, each with two
sockets, consisting of either

1) 10 Intel Xeon E5-2670 v2 2.50Ghz cores, or
2) 10 Intel Xeon E5-2660 v2 2.20Ghz cores.

Data collected from empirical testing of the implementations
demonstrates the efficacy of different solving strategies, as a
function of problem size, subdomain size, and swap period
Pswap, which ranges from 1 to 16. Figure 1 presents time
to convergence as a function of swap period for all imple-
mentations that were developed and tested for this work.
Error tolerance for all tests is 1e−4. Grids were divided into
four subdomains, with two divisions along the midpoints of
each axis. Figure 1(a), (b), and (c) depict data only for asyn-
chronous hybrid-parallel implementions, while Fig. 1(d), (e),
and (f) also includes data for the synchronous hybrid-parallel
and shared-memory implementations SNCDIR and SHRD.
ASNCDIR, SNCDIR, and SHRD are included as dashed
reference lines because they lack swap-period functionality.
Figure 1(a) and (d) show that for domain size N = 200,
the shared-memory implementation outperforms the hybrid-
parallel implementations; the added complexity of hybrid
parallelization cannot be justified for such a small domain.
However, using larger subdomain sizes demonstrates that
the hybrid implementations benefit from the additional com-
plexity of distributed parallelization. Figure 1(b) and (e)
show that for domain size N = 400, the asynchronous
hybrid-parallel implementations outperform SHRD, in terms
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Fig. 2: Weak scaling and iteration rates for swap periods 1 and 16. Individual weak-scaling trajectories may be interpreted
only relative to other implementations.

of calculation time. In Fig. 1(c) and (f), for domain size N =
400, the gap between the asynchronous implementations and
SHRD widens substantially. As shown in Fig. 1(e) and (f),
the asynchronous implementations run more quickly than the
synchronous hybrid-parallel implementation SNCDIR, which
loses opportunity to compute on non-communicating threads
during the communication phase. When Pswap is sufficiently
large, the five different implementations that are of type
AIAC perform similarly, with minor variations. For these
tested problem sizes, the AISC implementation ASNCDIR
falls short of the other asynchronous implementations, pos-
sibly because the advantage of quick communication and
constant halo swaps does not outweigh the loss of a com-
putational thread. However, the arc in the ASNCDIR weak-

scaling trajectory in Figure 2(b) suggests ASNCDIR may
perform better than AIAC implementations at a larger scale.

Figure 2 shows the scaling abilities of the implementa-
tions, for subdomain size n = 200. Figure 2(c) and (d) show
that iteration rates (i.e., iterations per second) remain fairly
constant as a function of problem size, meaning that a signif-
icant communication bottleneck is not observed. Increasing
the swap period improves the iteration rate, especially for
SNCDIR, which suffers from a costly communication phase
and fails to match the iteration rates of the asynchronous
implementations.

Figures 3 and 4 demonstrate the shortcomings of the
work-scaling implementation WS, for subdomain size n =
200 and 4 subdomains. While WS is the easiest AIAC
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Fig. 3: Iteration rates by thread number for swap periods 1 and 16, work-scaling implementation.
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Fig. 4: Final residual norm contribution by thread number for swap periods 1 and 16, work-scaling implementation.

variant to implement, convergence and solution quality may
suffer if care is not taken to balance communication with
computation. As a dedicated thread performs communi-
cations as well as computations, the iteration rate may
be less than that for the non-communicating threads, if
communication and computation phases are imbalanced.
Figure 3 implies balance can be achieved by pairing the
work-scaling factor X with an appropriate swap period,
such that time, and therefore iterations, lost during the
communication phase, may be budgeted with a sufficiently
small compute load.

Equalizing iteration rates of master and non-master
threads also may help mitigate the error imbalance seen

in Fig. 4; error imbalance in this context refers to the
contribution to the residual norm from the elements assigned
to specific threads. Explicitly, the residual at the kth iteration
rk = b − Axk can be examined at the component level to
see the contribution to the total residual norm from each
element. Figure 4(a) shows that when the work is not scaled
appropriately, a relatively large quantity of the residual
norm is contributed from the thread that is responsible for
communication, indicating that it may not be able to iterate
enough to sufficiently minimize the error associated with
the components that it is responsible for updating. In other
words, Fig. 4(a) shows that when a communicating thread
does not match the iteration rate of non-communicating



threads, a disproportionately large amount of the solution
error originates from the communicating thread. However,
Fig. 4(b) suggests that this problem can be mitigated by
increasing the swap period. The predictive model discussed
in Section 7 aims to investigate appropriate swap-period-
work-scaling-factor pairings for a given problem.

7. Predictive Model
The predictive model utilizes the time distributions gen-

erated from empirical data for subdomain size n = 200
(shown in Fig. 5) that correspond to key operations of the
implementations, including the time required for a thread to
(a) copy the left and right halo values of the subdomain,
(b) copy the top and bottom halo values of the subdomain,
(c) copy the interior boundary values from a neighbor,
(d) compute updates for a boundary or interior row,
(e) compute and update an interior row,
(f) update the left and right subdomain boundary values,
(g) update the top and bottom subdomain boundary values,
(h) update interior boundary row values, and
(i) compute its residual norm component.
The communicating OpenMP thread additionally must
(j) update the subdomain residual norm,
(k) copy the subdomain boundary values, and
(l) update the subdomain halo values,
and the MPI master rank
(m) communicates and updates the global error, the sum of

the subdomain residual norms, and
(n) communicates and updates the halo values.
Using MATLAB, the collected empirical data was fit to
several distributions, each of type KERNEL, a nonparametric
distribution function that uses multiple superimposed normal
distribution functions to represent data with a non-normal
probability density. This distribution function works well for
multimodal data.

Model communication data is useful for predicting behav-
ior of a calculation with any number of subdomains of size
n = 200. Model communication times are from the perspec-
tive of the master MPI process and have no knowledge of
communication delay due to queueing. The predictive model
effectively simulates communication delays due to multiple
MPI worker processes attempting to communicate with the
master process.

Similar to the method described in [21], a MATLAB
script models thread computation and master-worker com-
munication for WS. The predictive model does not simulate
or estimate computations, but simulates times to complete
operations in the WS implementation. Similar to the WS
implementation, the model is assigned a number of MPI
processes and a number of OpenMP threads for each pro-
cess; each process has a communicating thread. Unlike the
WS implementation, the simulation runs serially; it uses
loops and logic statements to simulate the parallel behavior

of WS. In the outermost loop, for a given application pa-
rameter configuration, code that models the behavior of the
MPI master process sorts through messages from workers,
works on the chronologically first message, and assigns
the thread associated with the earliest message to the next
appropriate phase in its iteration, e.g. initiating a subdomain
halo swap, or updating subdomain halo values after swap
communication. After the master-side communication has
completed, any worker communicating threads that are not
waiting for a response from the master process begin,
continue, or complete an iteration. After a communicating
thread has completed an iteration, each non-communicating
thread belonging to the same MPI process iterates until
its simulation time is equal to or greater than that of the
communicating thread. The simulation terminates when the
master process clock meets or exceeds the set run time.
Model outputs are simulation times and number of iterations
completed for each thread.

Based on the results and discussion given in Section 5,
it is reasonable to expect the performance of distributed
asynchronous Jacobi to be improved when the iteration
rate of the non-communicating (i.e. non-master) thread is
roughly equal to the iteration rate of the communicating
thread inside each subdomain. Due to the extra time required
for the communicating thread to update the master process,
it is unlikely that this balance will be achieved when the
communicating thread is responsible for updating as large a
portion of the subdomain as the other threads. In order to
find this point of balance, the simulation of the predictive
model developed here was used.

7.1 Model Results
Figure 6 and Fig. 7 depict reasonable model output,

considering the relationship between work-scaling factor
and swap period. Further, results are comparable to actual
performance on the Old Dominion University Turing clus-
ter, specifically iteration rates seen in Fig. 3. Differences
between Fig. 6 and Fig. 3 may be attributable to different
hardware used for data collection. Therefore the model may
be useful for the selection of good application parameters.
In particular, when trying to find the amount by which to
scale the work given to the communicating thread in each
subdomain, it is useful to look at the ratio of the iteration
rate Im of the communicating thread compared with the
iteration rate Inm of the non-master threads, which is an
average over all the other threads in the subdomain. In the
simulation, the communicating thread computes an area of
the subdomain ranging from 8% to 100% of n/np rows for
the swap period Pswap ranging from 1 to 16. Note that not
all swap periods are able to achieve this optimal balance,
and that the swap periods that achieve this balance have a
corresponding work-scaling factor where its Fig. 8 swap-
period trajectory intersects y = 1.
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subdomain top and bottom halo
values
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(c) OpenMP thread copy time,
interior boundary row neighbor
values
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(d) OpenMP thread compute
time, boundary row values
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(e) OpenMP thread compute and
update time, interior row values

2 4 6 8

Time (s) 10-7

0

5

10

15

P
ro

b
ab

ili
ty

 D
en

si
ty

106

data
fit

(f) OpenMP thread update time,
subdomain left and right boundary
values
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(g) OpenMP thread update time,
subdomain top and bottom
boundary values
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(h) OpenMP thread update time,
interior boundary row values
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(i) OpenMP thread compute time,
thread residual norm
component
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(j) OpenMP master thread compute
time, subdomain residual
norm
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(k) OpenMP master thread copy
time, subdomain boundary values
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(l) OpenMP master thread update
time, subdomain halo values
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(m) MPI master rank communication
and update time, global residual
norm
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and update time, halo swap

Fig. 5: Empirically-measured histogram data and operation-time distributions used in predictive model.
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Fig. 6: Predictive model results for work-scaling implementation. Iteration rates of master and non-master threads, as a
function of swap period and work-scaling factor.
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Fig. 7: Iteration rates of all threads, as a function of swap
period and work-scaling factor.

8. Conclusions and Future Work
Modifying the halo swap strategy of the base hybrid-

parallel model WS1 provides significant performance im-
provements and equalizes error quantity in subdomain re-
gions. Generally speaking, the asynchronous implementa-
tions outperform the synchronous implementation for the
problem studied, however further optimization is possible
in both cases. While focusing on a single problem allows
for efficient implementations, in the future the Jacobi solver
could be generalized to solve an arbitrary problem instead of
being tuned specifically to the Laplacian. This would allow
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Fig. 8: Ratio of iteration rates of master and non-master
threads, as a function of swap period Pswap and work-scaling
factor.

data to be collected over a range of different input param-
eters that could be used in a generalized predictive model,
such that problem-specific parameters may be considered or
queried.

Another avenue of future work lies in the direction
of experimenting with different asynchronous solvers. For
example, [29] proposed a parallel asynchronous Southwell
relaxation method that shows small communication cost.
Additionally, the use of one-sided remote memory access
[17] may help improve the implementations shown here.
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